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Introduction

The changing New England economy between 19911888 became an important component
in the 1993-1994 evaluation of Boston Edison’s kaf@ommercial/Industrial Retrofit Program.
This program had the highest expected energy savingm Boston Edison’s demand-side
management (DSM) programs. The importance of tlogram, and the evaluation difficulties
previously experienced, due to the unique chanatics of many of the largest savers, created the
need for a more comprehensive impact evaluatioralsb drove the decision to use new analytical
techniques for the billing analysis in this evaio@at

Boston Edison Company’s (BECo) Large CommercidliBirial Retrofit Program provides
DSM services to approximately 3,000 customers wiffeak demand over 150 kilowatts (kW). The
program operates on two fronts; one for institidlooustomers and one for non-institutional
customers. The incentive levels and incentive qag- (length of time over which the incentive is
paid out to the customer) differ according to thetomer types. The institutional customers include
buildings owned by governments or hospitals thay faae particular financing barriers for making
energy efficiency investments. The non-instituibnustomers include all other large customers,
such as manufacturers, and office buildings.

The design for this comprehensive impact evaluaitheluded a two-pronged billing analysis
approach combined with a strong engineering armly$he two-pronged billing approach was also
designed to include a high level of disaggregatind attention to detail. Individualized time-serie
econometric regression was used for some of tlgedarenergy and demand savers. Econometric
regression analysis was performed by sector for dtieer participants using an Analysis of
Covariance (ANCOVA) procedure. The procedure atl@ach participant to act as its own control
and reduces the error in the model, allowing arelegiew of the program impact (Megdal, et al.,
1995; Ozog, et al. 1995; Hopkins, et al., 1994;utehand Violette, 1994; Schiffman, 1994; Megdal,
et al., 1993; Summi, et al., 1993; England, etl#l88; Jasso, 1985; and Hausman, 1981). (See the
Megdal, et al., 1995 citation for a more compleigcassion of this method and its use in DSM
evaluations.)

These methods were complemented by a significardl lof examination for potential bias
problems, and correction for these problems whewy there found. This examination led to the
determination that consideration of the economimate for short-term and long-term savings
impacts should be explicitly addressed.
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Economic Climate Change and DSM Impacts: Theory andrior Work

Economic Trends and Consumption

Changes in the economic climate would be expetctehange energy consumption. If these
changes are not controlled in the regression aisalyss spurious correlation can cause an incorrec
savings estimate.

If the economy is in recession, production coritoacand/or an income effect will cause a
decreasing consumption trend. If this is not anted for in the econometric analysis, savings will
be overestimated. (See Figure 1.) The movemam fpoint A to point B is the observed
consumption change. The estimated savings fromdiffierence is represented by the shaded box.
Yet, only the blackened box, from point C to pditis the true program savings. This darker box
represents the difference in consumption causeteprogram.

Pre-Retrofit
A Measured Savings

Energy  Post- Reduction due Actual Savings
Usage Retrofit to recession.
C

B

State of Economy Over Time
Figure 1. Billing Analysis and an On-going Recessio

Conversely, billing analysis will underestimateietr savings during recovery and growth
periods, if the changing economic conditions arepmoperly controlled in the analysis. (See Figure
2.) In this example, the billing analysis wouldimsite almost zero savings when true energy
savings are much greater, the shaded box being smelier than the blackened box. The true
savings is the difference between the actual pastfit consumption at point B and what the
consumption would have been without the prograrmtpo.
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Figure 2. Billing Analysis and an On-going Recovery

Economic Trends and Savings, Interaction Effects

One way in which changing economic conditionsaiten controlled for in DSM evaluations
is through participant/non-participant compariso@ven the uniqueness of many of this program’s
customers (the program is targeted to the utililgtgest customers) a well-matched non-participant
group was unavailable. Even when a well-matchedpasticipant group is used, this “solution”
falls apart if there is an interaction effect betwehe changing economy and the DSM savings.

A non-participant group can control for any simeftects that impact the participant group. If,
however, there is an interactive effect betweemameasured variable and the variable of interest,
this can not be picked up by including a non-pgréint group in the analysis. The non-participants
will not exhibit the interactive effect since thég not have the participation effect.

This leads us to wonder if we can imagine a liksdgnario where an interaction between the
economic climate and savings would occur. Uttitedten pay part of the costs of the investment,
with the remainder paid by the customer. This metre decision to participate in the DSM
program is made jointly with the investment decisioBusinesses more likely to foresee greater
future growth are more likely to make significardpdal investments. In times of economic
recovery, these businesses would be expected wofgster than the average. Similarly, they would
be expected to contract less in recessionary periddis provides a correlation between expected
savings and the economic climate; i.e., the notigggant group is a poor control for this type of
economic climate interaction. From this examimatie propose that a changing economic climate
would be an issue for all DSM evaluations -- and dommercial and industrial evaluations in
particular.

Prior Work

We have found very little prior work where saviregtimates were differentiated according to
the economic climate. The Northwest Power Plan@ogincil addressed these interactions in a
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policy and planning document, Northwest Power Hlagni€ouncil, 1987. The Council determined
that long-term savings, rather than changes camgstiort-term economic conditions, should be the
basis for examining conservation program benefifs.long-term evaluation study at Bonneville
Power Administration found savings estimates toy\@rer time, assumed to be due to changing
operating conditions and economic conditions (Daie Moe, 1994). A third paper hypothesized
the relationship between economic climate and ¢kellof free ridership that might occur, Saxonis,
1991.

Our Findings from the Evaluation of BECo'’s Large C&I Retrofit Program

Regression and Regression Correction Results

ANCOVA modeling was performed by sector with tlaegest expected savers removed for
individual analysis. The ANCOVA model frameworkedsin the evaluation of BECo’s Large C&l
Retrofit Program was as follows:

Eit = B1Sij + B2Git + B3Cit + PaWir +Bsi + ... +Pni + &t

where:

Eit = Average daily energy consumption for customéirfimonth “t”, from
the billing data, with the consumption for the ibdj cycle, divided by
the number of days in the billing cycle.

S = Dummy variable = 1 if customer “i” in month “thad installed
measure “j"; = 0, if the conservation measure had yet been
installed. For a SAE model, the measure savirgishates would be
included in place of the “1” for the months aftestallation.

Git = Growth/contraction over time for customer “i” imonth “t”, as
displayed by employment for that customer.

Cit = Characteristics within a sector in month “t” farstomer “i".

Wit = Average weather for customer “i” in month “t’s alefined by that
customer’s billing cycle.

B1...Ba = Estimated coefficients for entire sample.

Bsi...Bni = For ANCOVA, customer “”, included as own coritfor fixed-effects.
The coefficients adjust for the customer’s basegesas differentiated
from the usage for the sector, based upon the otteables in the
model.

et = Statistical error term, for unexplained varianneobserved average

daily energy consumption, for customer “i” in mofith
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The coefficient “S” provided either the averagdydeonsumption savings from the measures'
installation, or the percentage of the engineeesitimate obtained; depending on whether a dummy
variable is used, or whether all sample participdvave program engineering estimates available for
all measures installed. If the engineering es@satere fully available for a sector, these weezlus
making the model an SAE model type. If not avddalbhis ANCOVA model was a regression
adjusted billing analysis.

Modeling was performed for three sectors. Theseewmanufacturing, office, and schools. In
order to simplify this presentation, and keep tapgy of reasonable length, all modeling results are
not presented. Nevertheless, the results presentbid paper are representative of all our result

The initial (prior to modeling corrections) manctiaring sector demand model, is a SAE
ANCOVA model, for five 1992 manufacturing particiga. As shown in Table 1, this model
achieves an R-square of 0.96 with a t-statistictli@er engineering savings estimate of 8.89. This
model provides a realization rate for lighting meas of 105 percent. The weather variable,
measured by maximum high temperature, was also seawificant. (The maximum high
temperature was used as the weather variable siec®nd usage in a month is related to the
month’s peak requirements rather than overall weratas is given in cooling or heating degree
days.) The customer-specific identification valésbwvere very significant for all customers.

(The billing-analysis based realization rate fomdad savings was only the first step to derive the
demand savings estimates. The final kilowatt sgviestimate additionally incorporated a ten-step
process in order to get regression-adjusted pedkaincident peak demand savings' estimates.)

Tablel ANCOVA Results for Manufacturing’s Regresson Demand

R-Square 0.96
Number of Participants 5

Time Period 1/1991 - 10/1993
Number of Observations 300
Variable Coefficient t-Statistic
Lighting savings estimate -1.05 8.89
Maximum High Temperature 1.74 5.60
ANCOVA 1D Variables

ID variables

ID 26 1,143.78 43.78
ID 36 216.41 8.28
ID 40 399.48 14.99
ID 49 406.46 15.60
ID 50 195.25 7.51
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The customer identification coefficients represetite customer’s baseline demand
consumption for each individual customer. It is thestomer’s fixed-effect that provides the best
fitting sector consumption model. This fixed-etféz similar to have a separate intercept for every
customer. ANCOVA's control of fixed-effects for@acustomer allows the heterogeneity between
manufacturing customers to be pulled out of the ehoallowing a cleaner estimate of the savings
coefficient.

Regression diagnostics were performed on all tbdeats for this evaluation, regardless of how
“good” the initial modeling results appeared. @egression diagnostics included: the probability
that the residuals were normally distributed; skessen measurement; kurtosis measurement; a
Pearson’s correlation coefficient between the redidnd the lagged residual;, and an examination of
residual plots against the predicted values, thimga estimate, average heating degree days, averag
cooling degree days, and time.

An autocorrelation problem was discovered in tleendnd model for manufacturing. The
residual and lagged residual had a Pearson’s atioel coefficient of 0.59. An alternative
manufacturing sector model was created that carmdis autocorrelation problem. The corrected
model included a trend variable, that would captheeautocorrelation problem, and the downward
trend seen in manufacturing consumption over thege (In fact, the billing analysis had started
with data from 1989 through 1993, which had beenrred to 1991 through 1993 to minimize the
effect of the decreasing consumption trend overpieriod.)

The results from the corrected model for manufaogudemand are shown in Table 2. The
trend test model achieves an R-square of 0.9&tatistic of 3.66 for the savings estimate, and a t
statistic of 5.15 for the trend variable. The mlodithout the trend variable shows a realizatiate r
of 105%, while the model corrected for autocorietatshows a realization rate of 55%. This is a
very large difference in the realization rate ofisgs.

Table 2 Alternative Manufacturing Demand Model

R-Square 0.96
Number of Participants 5

Time Period 1/1991 - 10/1993
Number of Observations 300
Variable Coefficient t-Statistic
Lighting savings estimate -0.55 3.66
Trend -0.05 5.15
ANCOVA Variables

ID variables

ID 26 1,834 12.82
ID 36 785 5.75
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ID 40 918 6.95

ID 49 1,097 7.75
ID 50 766 5.67
ID interacted with weather and season

ID 26-0 0.28 0.21
ID 26-1 0.77 0.82
ID 36-0 2.42 2.16
ID 36-1 2.22 2.66
ID 40-0 2.70 2.45
ID 40-1 2.63 3.22
ID 49-0 0.72 0.58
ID 49-1 0.66 0.73
ID 50-0 2.07 1.94
ID 50-1 2.29 2.90

Billing analysis to determine the realization safer energy savings are much more common
than demand models. Energy models were also dex@lo this evaluation. The energy model
specifications included interactions between weadimel the customer identification variable. This
allowed each customer to have its own response#&ther.

The results for the non-trend model, for energagesby the manufacturing sector, are
presented in Table 3. This model found a reabratate for the lighting energy savings of 111%. A
similar test of the trend variable was performednianufacturing’s energy model. These results are
shown in Table 4. Here again, the realization m@itepped dramatically. The energy savings
realization for the trend model is 65%.

Table 3  Energy Model for the Manufacturing Sector

R-Square 0.98
Number of Participants 5

Time Period 1/1991 - 10/1993
Number of Observations 180
Variable Coefficient t-Statistic
Lighting savings estimate -1.11 8.28
ANCOVA Variables

ID variables

ID 26 14,955 57.62
ID 36 3,498 13.36
ID 40 4,455 16.28
ID 49 4,090 16.54
ID 50 2,440 9.78

ID interacted with average HDD
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ID 26 32 2.92

ID 36 23 2.04
ID 40 6 0.60
ID 49 13 1.23
ID 50 0 0.02
ID interacted with average CDD

ID 26 74 1.75
ID 36 126 2.87
ID 40 127 3.15
ID 49 38 0.90
ID 50 143 3.41

Table 4  Alternative Energy Model for the ManufaatgrSector

R-Square 0.99
Number of Participants 5

Time Period 1/1991 - 10/1993
Number of Observations 180
Variable Coefficient t-Statistic
Lighting savings estimate -0.65 3.58
Trend -0.70 3.70
ANCOVA Variables

ID variables

ID 26 23,157 10.37
ID 36 11,823 5.22
ID 40 12,442 5.72
ID 49 12,426 5.48
ID 50 10,830 4.75
ID interacted with average HDD

ID 26 29 2.78
ID 36 19 1.76
ID 40 9 0.88
ID 49 9 0.92
ID 50 -5 0.44
ID interacted with average CDD

ID 26 74 1.79
ID 36 120 2.84
ID 40 136 3.49
ID 49 31 0.76
ID 50 136 3.36

The models corrected for autocorrelation couldehbeen selected as “the” final evaluation
results. That is, the manufacturing demand re@bzarate for this evaluation could have been
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assumed to be 55%, and the energy realizationadte 65%. We did not make this more simplistic
assumption.

The trend variable probably indicated the streragid length of the 1991-1993 recession in
New England, particularly in its manufacturing sect The employment data collected for these
participants was not a significant variable in #malysis. However, intensities of usage of space a
production capacity are much easier for a firm dfust than employment; given hiring and firing
costs, union contracts, and unemployment costsemployment level variable also can not pick up
the recession’s impact on production and energgausaless its changes correspond very closely in
time with energy consumption changes. This melaaisthe employment indicator variable may not
be capturing the full impact of the firm’s resporteethe economy that may, in turn, cause a
reduction in consumption. We know that a declinegpnomy improperly modeled can over-
estimate the actual program savings. We firsingited to minimize this problem by limiting our
billing analysis to the 1991 through 1993 periothe longer time-series available was from 1989
through 1993, all of which was within the manufaittg recessionary period in New England.
When this did not work we incorporated the trendalde.

The trend variable, for the time period of our lgsig, is capturing the recessionary impact.
We know this recessionary impact is interactivehvatr savings estimate, because the realization
rate changes dramatically when the trend variabladluded. Nevertheless, we do not believe that
this recessionary impact will last forever. Thiscdomplimented by a comparison of engineering
findings for the largest manufacturers (not incllide the manufacturing sector analysis) and the
non-trend sector model. A detailed engineeringlyaig® was performed for the largest
manufacturers. This analysis included engineeioglits, spot metering, and review of the
program’s metering results for ten percent of th&allations. The energy analysis found energy
savings' realization rates of approximately 105%his is only slightly lower than the non-trend
billing analysis, that had a realization rate ofl%l The engineering analysis also pointed out that
the original savings estimates did not includeradBons between measures, a significant impact to
overall program savings for many customers.

Given all of the above, the final manufacturingtee realization rates are differentiated by
those assumed to be occurring during the recesgiama those expected after economic recovery.
The 65% realization rate for energy and 55% for alein from the trend model, were selected as the
realization rates for this sector for 1992 and 1993ter economic recovery, the plants would be
expected to come back up to full capacity. Theeefthe 111% realization rate for energy and the
105% realization rate for demand, from the nondremodel was selected for 1995 and beyond.
(The New England recovery began in earnest in 3984mid-point realization rate was selected for
1994.

We believe this to be the first time that DSM ization rates have been estimated to vary over
time, depending upon interaction with the economiimate. It is not customary for DSM
evaluations to contain complete regression diage®ostlt is quite possible that these factors have
been operating in other evaluations, and have ganeticed. We recommend further study into the
interactive nature of savings and economic climateis is needed for more accurate short-term and
life-time savings' estimates. It also could prawgortant to understanding the correct over-time
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annual average of savings to be expected from D&igrams. We may now have estimates that are
too low based upon analysis occurring during ecaaaetovery, or too high based upon analysis
occurring over a recessionary period.

Conclusions

The changing New England economy between 19911888 became an important component
in the 1993-1994 evaluation of Boston Edison’s ea@pmmercial/Industrial Retrofit Program. The
regression diagnostics from the billing analysiad asupporting evidence from on-site audits,
provided the basis for explicit treatment of thewrofing economy in the savings estimates. The
evaluation’s savings estimates for the manufaajusiector, and an individual large customer, were
differentiated between those expected to have cmecurred (in 1992 and 1993), and those to be
expected during, and after economic recovery (19885 and beyond). That is, the savings
estimates vary over time, as they are expectetldnge with the changing economic conditions.

We think this is the first time that a demand-sidanagement (DSM) evaluation has looked
for economic interactions, and made separate DSihates according to the state of the economy.
The evidence found in this study, and the intuiteasons to expect these types of interactiond, lea
us to believe that many prior evaluations may havenowingly been biased by excluding this type
of examination. We also believe that it would uséb have this issue studied in the future, across
different types of economies, DSM programs, and tiwee across several business cycles.
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